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Abstract
Investigating the contrast between wintertime warming in the Arctic and cooling in Eurasia is of great importance for under-
standing regional climate change. In this study, we propose a dynamic and thermodynamic coupling view of the linkages 
between wintertime Arctic warming and Eurasian cooling since 1979. The key factors are the energy budget at the Earth’s 
surface, the diabatic heating and baroclinicity of the atmosphere, and subsurface ocean heat. A summertime origin of winter-
time Arctic warming suggests a partial driving role of the Arctic in wintertime Eurasian cooling. The reasons for this finding 
are as follows. First, there is a dipole pattern in the diabatic heating change in winter over the Arctic Ocean corresponding 
to the anticyclonic circulation that links Eurasian cooling and Arctic warming. Second, the change in diabatic heating of the 
atmosphere is determined by sensible heat at the Earth’s surface through vertical diffusion. Third, the positive sensible heat 
change in the eastern Arctic sector in winter originates from the summertime enhanced absorption of solar radiation by the 
subsurface ocean over the sea ice loss region. Meanwhile, the negative sensible heat change in the western Arctic sector and 
wide Arctic warming can be explained by the circulation development triggered by the change in the east. Additionally, the 
background strong baroclinicity of the atmosphere in mid-high latitudes and corresponding two-way Arctic and mid-latitude 
interactions are necessary for circulation development in winter. Furthermore, the seasonality of the changes indicates that 
Eurasian cooling occurs only in winter because the diabatic heating change in the Arctic is strongest in winter. Overall, the 
comprehensive mechanisms from the summertime Earth’s surface and subsurface ocean to the wintertime atmosphere suggest 
a driving role of the Arctic. Note that the situation in interannual variability is more complex than the overall trend because 
the persistence of the influence of summertime sea ice is weakly established in terms of interannual variability.
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1 Introduction

As one of the most remarkable features of global warming, 
amplified Arctic warming has received intensive attention 
and has been the subject of a wide range of studies (Shep-
herd 2016; Stouffer and Manabe 2017). On the one hand, 
studies have explored the characteristics and causes of the 
amplification of Arctic warming relative to the rest of the 
globe (e.g., Holland and Bitz 2003; Cai 2005; Winton 2006; 
Dai et al. 2019; Xie et al. 2019). On the other hand, studies 
have explored the local and remote influences of amplified 
Arctic warming and Arctic sea ice variations (e.g., Alexan-
der et al. 2004; Screen and Simmonds 2013; Schneider et al. 
2015; Yang et al. 2016; Xie et al. 2020).

Wide attention has yielded substantial investigations of 
the connection between the Arctic and Eurasia. For exam-
ple, Alexander et al. (2004) propose that wintertime Arctic 

 * Yimin Liu 
 lym@lasg.iap.ac.cn

1 Collaborative Innovation Center for Western Ecological 
Safety, Lanzhou University, Lanzhou, China

2 State Key Laboratory of Numerical Modeling 
for Atmospheric Sciences and Geophysical Fluid Dynamics 
(LASG), Institute of Atmospheric Physics, Chinese Academy 
of Sciences, Beijing, China

3 College of Earth and Planetary Sciences, University 
of Chinese Academy of Sciences, Beijing, China

4 CAS Center for Excellence in Tibetan Plateau Earth 
Sciences, Beijing, China

5 College of Atmospheric Sciences, Lanzhou University, 
Lanzhou, China

http://orcid.org/0000-0002-5050-1642
http://crossmark.crossref.org/dialog/?doi=10.1007/s00382-021-06029-8&domain=pdf


 Y. Xie et al.

1 3

warming over the Atlantic Ocean sector can affect Eurasia 
by generating circulation anomalies resembling the Arctic 
oscillation and North Atlantic oscillation; meanwhile, they 
suggest that Arctic warming over the Pacific Ocean sec-
tor can generate a stationary wave train that affects North 
America. Honda et al. (2009) and Nakamura et al. (2015) 
propose that amplified warming around the Barents-Kara 
Sea can stimulate an anomalous stationary wave train that 
induces an enhanced Siberian high, and eventually cold con-
ditions in Eurasia. Francis and Vavrus (2015) propose that 
Arctic warming can affect the pattern of the jet stream and 
the associated weather extremes. Luo et al. (2016) suggest 
the crucial role of Ural blocking in connecting the warm 
Arctic with cold Eurasia. Zhang et al. (2018) suggest that 
the stratospheric pathway is important.

The aforementioned pathways can work separately or syn-
ergistically. For example, Li et al. (2019) and Zhang et al. 
(2020) suggest that warming over the Barents-Kara Seas 
can affect wintertime cooling over China through station-
ary waves, jet streams, Ural blocking, the Siberian High, 
and the East Asian winter monsoon. To simplify the com-
plex network built by multiple pathways, Xie et al. (2020) 
proposed a potential vorticity view of the dynamics in the 
interior atmosphere. Beyond the multiple pathways, one key 
question is the divergence in the conclusions in previous 
studies regarding the role of Arctic amplification and sea ice 
in the observed Eurasian cooling (e.g., reviewed by Cohen 
et al. (2020) and Blackport and Screen (2020b), and debates 
such as between Mori et al. (2021) and Zappa et al. (2021)). 
Many divergent conclusions are caused by the difference in 
interpretations rather than the results. The conclusions are 
quite sensitive to the domains (e.g., the whole Arctic or a 
specific region), time scale (e.g., overall trend or interannual 
variability), and seasons. Hence, the scope of this study is 
restricted to the Barents-Kara seas, from summer to winter, 
and mainly in overall trend (1979–2017) but also with inter-
annual and decadal variability involved (as schematically 
shown in Fig. 17). Comprehensive connections among the 
atmosphere, Earth’s surface, and the ocean are proposed in 
this paper. Overall, this study provides several new inter-
pretations of the Arctic and Eurasian connections. Some of 
our findings, such as the comparison between the overall 
trend and interannual variability and the role of background 
baroclinicity and corresponding two-way interactions, could 
help to understand the existing divergence. Additionally, 
this study is also helpful in understanding the discrepancies 
among the multimodel simulations (Smith et al. 2019).

This paper examines Eurasian cooling and Arctic warm-
ing since 1979. The underlying dynamics are explored from 
a general dynamic and thermodynamic coupling view. The 
view is based on the energy budget at the Earth’s surface, 
the diabatic heating of the atmosphere, and the ocean heat 
states and transports. The remainder of this paper is arranged 

into seven parts. Section 2 describes the data and methods 
used in this paper. The essential characteristics, e.g., spatial 
pattern and vertical structure, of Eurasian cooling and Arctic 
warming are presented in Sect. 3. Section 4 demonstrates 
the changes in the energy budget at the Earth’s surface and 
sea ice. Section 5 explores the linkage between the energy 
budget at the Earth’s surface and the diabatic heating of 
the atmosphere. Section 6 addresses the seasonality in the 
changes of the circulation, temperature, and diabatic heating 
of the atmosphere and the role of baroclinicity. Section 7 
explores the role of ocean heat transport and the complex-
ity of the interannual and decadal variability. Concluding 
remarks are presented in Sect. 8.

2  Data and methods

2.1  Reanalysis data

ERA-Interim (ERA-I) and NCEP-DOE Reanalysis-2 
(NCEP-2) reanalysis data are used in this study. Detailed 
information on the variables examined is listed in Table 1. 
We use three groups of ERA-I data, including data archived 
at the Earth’s surface, pressure levels, and model levels. The 
Earth’s surface and pressure-level data are monthly means, 
while the model-level data are six-hourly instantaneous 
values. The data examined are for the period from 1979 to 
2018. The numbers of vertical levels are 37 for the pres-
sure-level data and 60 for the model-level data. The lowest 
model level is nearly 10 m high (Table 2 in Berrisford et al. 
2011a). The chosen resolution for the Earth’s surface data 
and pressure-level data is 1.5° × 1.5°, and for the model-level 
data, it is 2.5° × 2.5°, while the original model resolution 
for producing ERA-I data is ~ 0.75° (Dee et al. 2011). The 
NCEP-2 data are archived at 28 vertical sigma levels, in a 
global T62 Gaussian grid, and available for the period from 
1979 to 2014 (Kanamitsu et al. 2002).

2.2  Sea ice concentration

We use the sea ice concentration data provided by the Met 
Office Hadley Centre. Sea ice concentration is defined as the 
percentage of a grid area covered by sea ice. The data have a 
horizontal resolution of 1° × 1° latitude by longitude (Rayner 
et al. 2003). The dataset covers the period from 1870 to the 
present day and is available as the monthly mean. The data 
are available at https:// www. metoffi ce. gov. uk/ hadobs/ hadis 
st/ data/ downl oad. html.

2.3  Subsurface ocean temperature

We use the subsurface ocean temperature data provided 
by the Met Office Hadley Centre. The subsurface ocean 

https://www.metoffice.gov.uk/hadobs/hadisst/data/download.html
https://www.metoffice.gov.uk/hadobs/hadisst/data/download.html
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temperature data are produced by objective analyses of the 
observed subsurface ocean temperature profiles (Good et al. 
2013). The dataset is in version 4.2.1 with corrections by 
Gouretski and Reseghetti (2010) and marked as EN4.2.1. 
The data have a horizontal resolution of 1° × 1° latitude 
by longitude and 42 vertical levels. The dataset covers the 
period from 1900 to the present day and is available as the 
monthly mean. The data are available at https:// www. metof 
fice. gov. uk/ hadobs/ en4/ downl oad- en4-2- 1. html. The vari-
able examined is the potential temperature of the sea water 
and labelled “temperature” within the data file.

2.4  The Arctic Ocean horizontal heat and freshwater 
transport

We use the horizontal heat and freshwater transport data 
across the Arctic gateways published in PANGAEA. The 
Arctic gateways are marked in Fig. 16. Heat and freshwater 
transport are inverse estimates based on observations (Tsub-
ouchi et al. 2019). The dataset covers the period from Octo-
ber 2004 to May 2010 and is available as the monthly mean. 
The data is available at https:// doi. org/ 10. 1594/ PANGA EA. 
909966. The variables examined are pan-Arctic total and 
Barents Sea opening (BSO) heat and freshwater transport.

2.5  Energy budget at the Earth’s surface

For the Earth’s surface, the local energy budget is

where R↓

SW
 and R↑

SW
 indicate the incoming and outgoing 

shortwave solar radiation, R↓

LW
 and R↑

LW
 indicate the incom-

ing and outgoing longwave thermal infrared radiation, and 
H

↑

S
 and H↑

L
 indicate the upward sensible and latent heat 

fluxes. Note that the sensible and latent heat fluxes are also 
widely referred to as turbulent heat fluxes. E↓

net
 indicates the 

net energy, which involves both the local heat uptake and 
the horizontal energy transport and is calculated indirectly 
according to Eq. (1). The original variable information in 
ERA-I data corresponding to the variables in Eq. (1) are 
listed in Table 1.

2.6  Diabatic heating of the atmosphere

For the atmosphere, there is no detailed energy budget such 
as Eq. (1) available in the ERA-I reanalysis. Instead, diabatic 
heating based on the thermodynamic equation is examined. In 
particular, the diabatic heating of the atmosphere can directly 
quantify the energy gain or loss of the atmosphere due to 
changes in the energy budget at the Earth’s surface. The total 
diabatic heating of the atmosphere is represented by the mate-
rial change rate of the potential temperature and is formulated 
for the model-level data as,

(1)E
↓

net
= R

↓

SW
− R

↑

SW
+R

↓

LW
− R

↑

LW
− H

↑

S
− H

↑

L
,

(2)
�̇� = 𝜕t𝜃 + V ⋅ �𝜃

���
�̇�h

+𝜔ml𝜕p𝜃
���

�̇�v

,

Table 1  Information on the variables from ERA-I and NCEP-2

The original name of each variable in the data file is marked in brackets. The variable names corresponding to the variables in Eqs. (1) and (4) 
are also provided in parentheses

ERA-I
 Earth’s surface Monthly 2 m temperature (t2m) Skin temperature (skt)

Mean sea level pressure (msl) 10 m U wind component (u10)
10 m V wind component (v10)

Synoptic 
monthly 
means

Surface sensible heat flux (sshf, H↑

S
) Surface latent heat flux (slhf, H↑

L
)

Surface net solar radiation (ssr, R↓

SW
− R

↑

SW
) Surface net solar radiation, clear sky (ssrc)

Surface solar radiation downwards (ssrd, R↓

SW
) Surface net thermal radiation (str, R↓

LW
− R

↑

LW
)

Surface thermal radiation downwards (strd, R↓

LW
)

 Pressure-level Monthly Temperature (t) Geopotential (z)
U component of wind (u) V component of wind (v)

 Model-level Six-hourly Temperature (t) Geopotential (z)
U component of wind (u) V component of wind (v)
Vertical velocity (w) Logarithm of surface pressure (lnsp)

NCEP-2
 Sigma-level Monthly Solar radiative heating (swhrsig, QSW) Longwave radiative heating (lwhrsig, QLW)

Vertical diffusion heating (vdfhrsig, QVD) Large scale condensation heating (lrghrsig, QLC)
Deep convective heating (cnvhrsig, QDC) Shallow convective heating (shahrsig, QSC)

https://www.metoffice.gov.uk/hadobs/en4/download-en4-2-1.html
https://www.metoffice.gov.uk/hadobs/en4/download-en4-2-1.html
https://doi.org/10.1594/PANGAEA.909966
https://doi.org/10.1594/PANGAEA.909966
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where � indicates the potential temperature and the vectors 
(bold type) V and � indicate the horizontal wind velocity (u, 
v, 0) and the three-dimensional gradient operator, respec-
tively. Note that the symbols of all the variables are consist-
ent with Appendix B of the textbook Holton (2004). �ml 
indicates the vertical velocity at the model-level adjusted 
according to the vertical coordinate transformation rules. 
As addressed in Sheng et al. (2021), the deduction pro-
cess is as follows: the material change rate of �(x, y, h, t) 
is �̇� = 𝜕t𝜃 + V ⋅ �𝜃 + ḣ𝜕h𝜃 when marking the vertical 
hybrid sigma-pressure coordinate of the model level as h. 
Similarly, the material change rate of the pressure, i.e., the 
original vertical velocity provided in the model-level data, 
is 𝜔 = ṗ = 𝜕tp + V ⋅ �p + ḣ𝜕hp . By solving ḣ , we obtain 
ḣ = (𝜔 − 𝜕tp − V ⋅ �p)∕𝜕hp . Finally, introducing the formula 
of ḣ to the formula of �̇� , we obtain Eqs. (2) and (3). �̇�h and 
�̇�v represent the diabatic heating directly connected with the 
horizontal circulation and thermal contrast and the vertical 
motion and static stability, respectively. The diabatic heating 
is directly calculated from the six-hourly instantaneous data.

To further verify the diabatic heating derived from the 
model-level data according to Eq. (2), diabatic heating based 
on the physical types from NCEP-2 sigma-level data is fur-
ther examined. The six diabatic heating components are 
solar (QSW) and longwave (QLW) radiative, vertical diffusion 
(QVD), large-scale condensation (QLC), and deep (QDC) and 
shallow (QSC) convective heating. The sum of the six com-
ponents is the total diabatic heating

The NCEP-2 sigma-level diabatic heating Q is in units of 
 Ks−1. The original variable information in NCEP-2 data cor-
responding to the variables in Eq. (4) are listed in Table 1. 
Hence, the two kinds of diabatic heating of the atmosphere, 
i.e., �̇� and Q, are comparable because they are the same in 
units and physical meaning.

Some further clarifications about the diabatic heating-
related method are addressed here. The first clarification 
concerns the energy conservation problem, as raised by 
Trenberth (1991), Chiodo and Haimberger (2010), and 
Berrisford et al. (2011b). The so-called energy conserva-
tion problem is the imbalance between the two sides of the 
energy equation in the reanalysis because of the interpo-
lation process; namely, the vertical integral of the diver-
gence of the total energy differs from the net energy forc-
ing through the top of the atmosphere and Earth’s surface. 
The energy conservation problem can be partly solved by 
the empirical barotropic adjustment method, as addressed 
in detail by Hill et al. (2017). However, the adjustment at 
each single vertical level is very small. The vertical integral 

(3)�ml = � − �tp − u�xp − v�yp,

(4)Q=QSW + QLW + QVD + QLC + QDC + QSC.

amplifies the small bias at each single level. Such an energy 
conservation problem also exists for the derived diabatic 
heating �̇� according to Eq. (2). Nevertheless, energy con-
servation does not affect our conclusions because we focus 
on the individual level and the vertical profile. Additionally, 
our results regarding diabatic heating �̇� are further verified 
by NECP-2 diabatic heating Q.

Another clarification is about the choice of thermody-
namic equation-based diabatic heating �̇� rather than other 
choices, e.g., the total energy or the moist (or dry) static 
energy. The pros and cons of several common approaches 
are discussed. Thermodynamic equation-based diabatic 
heating �̇� is one of the most concise in form and convenient 
in calculation. Importantly, thermodynamic equation-based 
diabatic heating �̇� can be conveniently verified by directly 
available diabatic heating data, e.g., NCEP-2 or MERRA-2 
(on pressure levels, not shown) data. Meanwhile, for the 
advantages of energy-based approaches, energy has a readily 
understandable physical meaning (e.g., Yanai et al. (1973)). 
Actually, for a dry atmosphere, Q1 in Yanai et al. (1973) has 
a simple relation with the diabatic heating of the atmosphere 
in this paper as Q1 = cp(p

/

p0)
𝜅�̇� in pressure coordinates, 

e.g., Eq. (3) in Holopainen and Fortelius (1986). In addi-
tion, the energy associated with latent heat, e.g., the total 
energy and moist static energy, can conveniently be used to 
explore the role of the moist process (Graversena and Burtu 
2016; Hill et al. 2017). It should be noted that the influence 
of the latent heat release has been inherently included in the 
derived �̇� , although latent heat is not explicitly formulated in 
Eq. (2). Nevertheless, the influence of the bias in the mois-
ture process (e.g., Lindsay et al. 2014; Liu and Key 2016) 
in the reanalysis on the results is not clear. Additionally, the 
diabatic heating components provided by NCEP-2 help to 
examine the role of different physical processes.

Several typically developed methods relating to thermo-
dynamic equation-based diabatic heating �̇� are discussed 
here. One category of development is the transformation 
of the form of the thermodynamic equation. In general, this 
kind of development has a more complex formulation than 
our Eq. (2). For example, Holopainen and Fortelius (1986) 
and Nigam (1994) proposed another form that involves 
both temperature and potential temperature and adopted 
mean-eddy decomposition, e.g., Eq. (2) in Nigam (1994). 
In practice, the form of the thermodynamic equation can be 
transformed into various forms according to specific pur-
poses. However, the different formulations are identical in 
nature, and the form in our Eq. (2) is one of the most con-
cise. The other category can be classified as isentropic analy-
sis. For example, Iwasaki et al. (2014) proposed a method 
of isentropic analysis of a polar cold airmass. The method 
is based on the isentropic mass continuity equation that 
involves diabatic heating �̇� , as indicated by Eq. (2) in Iwa-
saki et al. (2014). In another example, Papritza and Spengler 
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(2015) proposed an isentropic analysis method on the slope 
of isentropic surfaces. The tendency equation of the slope 
of the isentropic surface also involves diabatic heating �̇� , 
as indicated by Eq. (11) in Papritza and Spengler (2015). 
Overall, this kind of isentropic analysis method is very use-
ful in determining the dynamics associated with the Arctic 
and mid-latitude connections. Further studies will try to use 
these methods.

2.7  Diagnostic methods

The linear trend is calculated from the least-squares estima-
tor-based linear regression. The corresponding significance 
was estimated by using the two-tailed Student’s t-test. The 
spatial pattern correlation coefficient is calculated as the 
Pearson product-moment coefficient used in the well-known 
Taylor Diagram (Taylor 2001). The linear correlation coef-
ficient of the two time series is calculated as the Pearson 
sample linear cross-correlations. The corresponding statisti-
cal significance was estimated by the two-tailed Pearson’s 
r-test. The boreal winter is defined as the three-month period 
from December to the following February.

3  Features of Eurasian cooling and Arctic 
warming

As indicated by the wintertime temperature changes dur-
ing 1979–2017 (Fig. 1a), the Arctic warming amplification 
is remarkable. The warming trend is generally statistically 
significant across the Arctic and the strongest warming is 
observed around the Barents-Kara seas. Meanwhile, cooling 
in the extratropical Eurasian continent, i.e., Eurasian cool-
ing, is also observed. This cooling is generally statistically 
insignificant except for some points (Fig. 1a). However, the 
Eurasian cooling indicated by the surface skin temperature 
(Fig. 1b) is more significant than that of the near-surface 
temperature (Fig. 1a). The results from ERA-I reanalysis 

are consistent with the observation-based results, such as 
those from GISTEMP data shown in Fig. 1a in Xie et al. 
(2020). The ERA-I reanalysis data generally show larger 
magnitudes of temperature changes than observations at 
the regional scale, namely, warmer changes over warming 
regions and cooler changes over cooling regions. However, 
the smooth distribution of temperature change in the obser-
vation is probably due to the original coarse resolution of 
the observational sites.

To determine further characteristics, the temperature and 
circulation changes at other vertical levels are also exam-
ined. Eurasian cooling and Arctic warming occur not only 
at the surface but also throughout almost the entire tropo-
sphere (not shown). As a typical choice, 500 hPa is chosen 
for further analysis. As governed by the geostrophic bal-
ance, the wind field (not shown) fits the geopotential height 
very well. However, the relationship between temperature 
and circulation is not simple. There are apparent cross-iso-
therm wind changes near the Earth’s surface in the sector 
of Eurasian cooling and Arctic warming (Fig. 2a), namely, 
a baroclinic structure. A prominent anticyclonic circulation 

Fig. 1  Linear trend in the near-surface air temperature (a) and surface 
skin temperature (b) from 1979 to 2017 during boreal winter. The 
linear trend in the hatched areas is significant at the 95% confidence 
level based on a two-tailed Student’s t-test

Fig. 2  a Linear trend in temperature (filled) at the near-surface and 
sea level pressure (black contour) from 1979 to 2017 during boreal 
winter. The dashed and solid black lines represent negative and 
positive values, respectively; the interval is 2 hPa and the thick line 
is zero. The blue sectors outline the key regions focused on in this 
study. The green sector in the Arctic and Eurasia outlines the region 
examined in Fig. 12a. b Same as a but for the climatology. The inter-
val of the black contours is 5 hPa and the thick contour is 1020 hPa. 
(Bottom) Same as (top) but for the results at 500 hPa. The black con-
tours indicate geopotential height; the interval in c is 20 gpm; the 
interval in d is 100 gpm; and the thick line is 5300 gpm
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change spanning that sector directly links Eurasian cooling 
with Arctic warming (Fig. 2a). The east flank of the anti-
cyclonic circulation change tends to advect cold air from 
the Arctic to Eurasia (Figs. 2a, b), favouring Eurasian cool-
ing (Fig. 2a). Meanwhile, the west flank of the anticyclonic 
circulation anomaly also tends to advect warm air from the 
mid-latitudes to the Arctic, favouring Arctic warming. Over-
all, the baroclinic structure suggests that there are two-way 
interactions between the Arctic and mid-latitudes, as further 
indicated by the baroclinic wave feature shown in Fig. 12. 
Namely, the seamless feedback between temperature advec-
tion and circulation development is crucial for climatologi-
cal mean Eurasian cooling and Arctic warming.

In the middle troposphere (500 hPa; Fig. 2 bottom), the 
circulation is more organized than that at the near-surface. 
Additionally, in contrast to the near-surface conditions 
(Fig. 2a), the circulation changes at 500 hPa almost overlap 
with the temperature changes (Fig. 2c). The anticyclonic 
circulation change over the Arctic and Eurasian sectors is 
still evident at 500 hPa (but westward relative to the sur-
face), while an apparent cyclonic change presents over the 
Eurasian cooling region. Compared with the climatology 
(Fig. 2d), the circulation change to the north of the cyclonic 
anomaly weakens the climatological westerlies and vice 
versa for the south flank. Consistent with the circulation 
changes, the temperature gradient decreased over the area 
where the circulation weakened and vice versa, which sug-
gests a thermal wind relation.

Weakened high-latitude westerlies are frequently blamed 
for the increase in mid-latitude weather extremes (Cohen 

et al. 2014; Huang et al. 2017; Luo et al. 2018). However, in 
the climate sense, circulation change should not be regarded 
as the fundamental reason for temperature change. The 
consistent changes in temperature and circulation reflect 
the coupling between temperature and circulation (Yeh and 
Chu 1958). Therefore, more analyses are needed to clarify 
the causality.

4  Changes in the energy budget 
at the Earth’s surface and sea ice

The local energy budget at the Earth’s surface (Eq. (1), 
addressed in Sect.  2.5) is examined to understand the 
regional temperature changes. Figure 3 shows the winter-
time changes in each energy budget term included in Eq. (1). 
For the Earth’s surface, the net solar radiation ( R↓

SW
− R

↑

SW
 ) 

and incoming longwave radiation ( R↓

LW
 ) can be consid-

ered energy “forces”, while the outgoing longwave radia-
tion ( R↑

LW
 ), sensible heat ( H↑

S
 ), and latent heat ( H↑

L
 ) are 

the “responses” associated with the redistribution of the 
incoming energy. As shown in Fig. 3, incoming longwave 
radiation has a dominant contribution to both Eurasian cool-
ing and Arctic warming around the Barents-Kara seas (key 
regions are marked with green borders). Wintertime solar 
radiation does not influence Arctic warming because of the 
polar night. Solar radiation favours part of southern Eurasian 
cooling.

The incoming longwave radiation is just a superficial rea-
son rather than the fundamental reason. For any region with 

Fig. 3  Linear trend in the 
net shortwave radiation 
( R↓

SW
− R

↑

SW
 , a), incoming 

longwave radiation ( R↓

LW
 , b), 

outgoing longwave radiation 
( R↑

LW
 , c), net longwave radiation 

( R↓

LW
− R

↑

LW
 , d), outgoing sen-

sible heat ( H↑

S
 , e), and outgoing 

latent heat ( H↑

L
 , f) at the Earth’s 

surface from 1979 to 2017 dur-
ing boreal winter. The pattern 
correlation coefficient between 
R
↓

LW
 (b) and R↑

LW
 (c) is 0.9. The 

pattern correlation coefficient 
between H↑

S
 (e) and H↑

L
 (f) is 

-0.7. The linear trend in the 
hatched areas is significant at 
the 95% confidence level based 
on a two-tailed Student’s t-test
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substantial warming, the simultaneous incoming longwave 
radiation must be increased. This is because the feedback 
processes between the incoming and outgoing longwave 
radiation result in their generally coordinated changes (the 
pattern correlation coefficient between Fig. 3b, c is up to 
0.9). Consequently, as determined by the Stefan-Boltzmann 
law, the temperature change also highly agrees with the 
longwave radiation. Although the incoming longwave radia-
tion change and associated longwave feedback are indispen-
sable, the ultimate question is to explore the contribution of 
water vapor, clouds, and energy sources ( E↓

net
 herein) at the 

Earth’s surface to the observed incoming longwave radiation 
change. For example, Kapsch et al. (2013) suggest that the 
springtime transport of moisture to the Arctic and associ-
ated water vapor and cloudiness anomalies are crucial for 
the subsequent summertime sea ice anomaly. Additionally, 
previous studies indicate that the water vapor change mainly 
acts to modulate wintertime warming, and it is the existence 
of clouds rather than the change that is more crucial for 
summertime albedo feedback and wintertime warming over 
sea ice change regions (Screen and Simmonds 2013; Dai 
et al. 2019; He et al. 2019; Xie et al. 2019). Therefore, the 
mechanisms regarding the change in energy budget at the 
Earth’s surface should be further evaluated.

In addition to the energy “forces”, the energy “responses” 
are also examined. The redistribution of the outgoing energy 
between sensible and latent heat largely determines the final 
surface skin temperature change. Considering the ideal case 
when the anomalous input energy was totally released by 
the latent heat, the input energy cannot change the surface 
skin temperature because all the energy was consumed by 
evaporation. In contrast, the surface skin temperature and 
the near-surface air temperature must change when the input 
energy is released by the sensible heat. Figure 3e, f indicate 
that the sensible heat change is generally consistent with 
the latent heat change in sign but with a much larger mag-
nitude over the Arctic Ocean. For a positive change, sensi-
ble heat directly warms the near-surface atmosphere, while 
latent heat acts to suppress the warming of the near-surface 
atmosphere by consuming part of the input energy through 
evaporation. Nonetheless, latent heat can directly affect the 
atmospheric temperature through the condensation heat of 
clouds and precipitation, which is further addressed using 
diabatic heating of the atmosphere from NCEP-2 data. As 
shown in Fig. 11h, the condensation heating (sum of the 
large-scale condensation (QLC), deep (QDC) and shallow 
(QSC) convective heating) related to surface latent heat is 
much weaker than the vertical diffusion heating due to sensi-
ble heat. Hence, the role of the surface sensible heat is more 
crucial than the surface latent heat.

For an exact balanced local energy budget without 
local energy uptake and horizontal energy transport, the 
net energy ( E↓

net
 ) on the left-hand side of Eq. (1) will be 

zero. However, hysteretic features in the energy cycle at the 
Earth’s surface, e.g., over a region with a large heat capacity, 
indicate that the local energy uptake cannot be ignored in 
this study during the examination of seasonal-scale phenom-
ena. For example, climate model simulations by Laîné et al. 
(2016) and Yoshimori et al. (2017) suggest that greenhouse 
gas increase-induced changes in the mixed layer temperature 
and energy uptake/release in the Arctic Ocean have promi-
nent seasonal cycles. Herein we will specifically examine 
whether the energy cycle is crucial for the observed climate 
changes during the past several decades. Since the local 
energy uptake and horizontal energy transport are not avail-
able in ERA-I data, the net energy is indirectly determined 
according to Eq. (1).

As observed in Fig. 4d, the wintertime net energy change 
in the Arctic warming region shows a similar pattern but 
opposite sign as sensible heat (Fig. 3e). Additionally, the 
change in net longwave radiation is much weaker relative 
to sensible heat (Fig. 3d, e; also see later Fig. 8c, d). These 
results indicate that an enhanced net energy release accom-
panies an increased sensible heat and vice versa. By compar-
ing the net energy changes in the four seasons, the pattern of 
wintertime net energy change in the Arctic warming region 
(Fig. 4d) is similar to that in autumn (Fig. 4c) but is opposite 

Fig. 4  Linear trend in net energy ( E↓

net
 , Eq. (1)) at the Earth’s surface 

from 1979 to 2017 during boreal spring (a), summer (b), autumn 
(c), and winter (d). The pink fill in the attached piece to each figure 
indicates the regions with sea ice loss; specifically, the regions with 
a negative linear trend in sea ice concentration larger than 5% per 
39  years, as shown in Fig.  5. The linear trend in the hatched areas 
is significant at the 95% confidence level based on a two-tailed Stu-
dent’s t-test



 Y. Xie et al.

1 3

to that in summer (Fig. 4b). Hence, the energy cycle in the 
Arctic warming region can be summarized as summertime 
enhanced (weakened) energy uptake regulating the winter-
time enhanced (weakened) energy release. However, for 
the region with weakened wintertime energy release in the 
Arctic warming region (positive change in Fig. 4d, western 
part of the Arctic sector), the summertime weakened energy 
uptake is too small to dominate the change in the winter. In 
particular, the summertime weakened energy uptake in the 
western Arctic sector is statistically insignificant (Fig. 4b). 
Hence, the weakened wintertime energy release in the west-
ern Arctic sector may be regulated by other factors, such 
as the two-way interactions of the atmosphere between the 
Arctic and mid-latitudes and ocean heat transport (further 
addressed in Sects. 6 and 7).

The regions with strong net energy changes in the Arc-
tic (Fig. 4) overlap with the regions with strong sea ice 
changes (Fig. 5). Here, the different outermost latitudes in 
Figs. 4 and 5 should be noted when comparing any specific 
locations across the two maps. In the summer, the region 
with enhanced energy uptake in the Arctic Ocean is the 
region with strong sea ice loss. In the winter, the region 
with enhanced energy release is also the region with strong 
sea ice loss. Summertime sea ice loss helps simultaneous 
energy uptake through albedo feedback, while wintertime 
sea ice loss helps simultaneous energy release by favour-
ing heat exchange between the ocean and atmosphere (Dai 

et al. 2019). Additionally, regarding sea ice change, the sea 
ice loss in the Pacific sector in autumn (Fig. 5c) is quite 
prominent. However, there is no corresponding strong net 
energy change (Fig. 4c). This is because the albedo feedback 
in autumn (figures not shown) is weaker than that in sum-
mer (Fig. 9) when the incoming solar radiation in autumn 
is much weaker than that in summer (figures not shown).

5  Linkage between the energy budget 
at the Earth’s surface and the diabatic 
heating of the atmosphere

The local energy budget at the Earth’s surface directly 
connects with the surface skin temperature. As already 
addressed in Sect. 2.6, diabatic heating based on the ther-
modynamic equation ( �̇� ) and provided by the NCEP-2 
data (Q) is used to describe the atmosphere. As shown in 
Fig. 6a, the pattern of the change in the diabatic heating 
of the near-surface air ( �̇� ) resembles that of sensible heat 
at the Earth’s surface (Fig. 3e). In particular, the change in 
diabatic heating of the atmosphere (both �̇� and Q, Fig. 6a, 
b) highly agrees with the sensible heat change (Fig. 3e) in 
the Arctic sector. �̇� and Q do not agree with each other in 
the Eurasian sector (Fig. 6a, b). Nevertheless, for both �̇� 
and Q, the magnitudes of the changes in the Arctic sector 

Fig. 5  Linear trend in the sea ice concentration from 1979 to 2017 
during the four seasons. The outermost latitude of the map is 60° N. 
The linear trend in the hatched areas is significant at the 95% confi-
dence level based on a two-tailed Student’s t-test

Fig. 6  a Linear trend in �̇� (Eq. (2)) at the lowest model-level (~ 10 m) 
of ERA-I data from 1979 to 2017 during boreal winter. b Same as a 
but for the linear trend (1979–2013) in Q at the lowest sigma-level 
(Eq. (4)) of NCEP-2 data. c, d Same as a but for the linear trend in 
�̇�
h
 and �̇�

v
 , respectively. The linear trend in the hatched areas is signifi-

cant at the 95% confidence level based on a two-tailed Student’s t-test
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are larger than those in the Eurasian sector when the sin-
gular values of �̇�v are filtered from �̇� . Additionally, for 
the western Arctic sector, the negative change in Q and 
sensible heat is statistically insignificant (Figs. 3e, 6b), 
although the negative change in �̇� is significant (Fig. 6a). 
Taken together, the positive diabatic heating change in the 
eastern Arctic sector is more crucial because it is more 
significant and has a summertime origin. In addition, fur-
ther analysis will show that the negative diabatic heat-
ing change in the western Arctic sector in winter can be 
modulated by the eastern region through the development 
of circulation.

The changes in the six components of Q (Fig. 7) indicate 
that the change in Q is dominated by vertical diffusion (QVD), 
which represents the effect of sensible heat. To date, the 
results robustly suggest a central role of sensible heat at the 
Earth’s surface in determining the change in wintertime dia-
batic heating of the atmosphere in the Arctic sector (Figs. 3e, 
6a, b, 7a). Furthermore, the connections between the sum-
mer and winter energy changes are verified by examining 
the annual cycle of energy change. As shown in Fig. 8a, for 
the western and eastern regions relative to 50° E, there is 
weakened (positive) and enhanced (negative) energy release 
during the wintertime in the Arctic Ocean, respectively. The 
change in the eastern sector is statistically significant, while 
the change in the western sector is insignificant.

For the eastern Arctic sector, the enhanced summer-
time energy uptake due to the absorption of solar radiation 
(Fig. 8b) is then released in the wintertime through sensible 
heat (Fig. 8c). During this process, the change in absorption 

of solar radiation (Fig. 8b) is related to sea ice loss (Fig. 5b) 
and the corresponding albedo feedback in summer. As 
shown in Fig. 9, both incoming and outgoing solar radia-
tion decreased due to clouds, but the net absorption of solar 
radiation still increased due to albedo feedback in summer 
(He et al. 2019; Xie et al. 2019).

The statements verified by the multiple datasets and 
evidence in the last section and this section are recapped 
here to make the points clear. For the eastern Arctic sector, 
albedo feedback generates enhanced summertime energy 
uptake through the absorption of more solar radiation in the 
sea ice loss region (Figs. 4b, 5b, 8a, b, 9a). The additional 
energy stored by the Arctic Ocean in the summer is then 
released in the winter through sensible heat (Figs. 3e, 4d, 
8a, c). The enhanced sensible heat at the Earth’s surface then 
directly heats the atmosphere above through diabatic heat-
ing (Figs. 3e, 6a, b, 7a). Since the energy cycle originates in 
summer, the causality is clear.

6  Seasonality in the changes 
of the circulation, temperature, 
and diabatic heating of the atmosphere 
and the role of baroclinicity

The aforementioned results demonstrate the connections 
between the energy budget at the Earth’s surface (from sum-
mer to winter) and the wintertime diabatic heating of the 
atmosphere in the Arctic sector. However, to complete the 
story, further elaboration of the linkages from the diabatic 

Fig. 7  Linear trend in the six 
components of Q (Eq. (4)) 
at the lowest sigma-level of 
NCEP-2 from 1979 to 2013 
during boreal winter. The six 
components are solar (QSW) 
and longwave (QLW) radiative, 
vertical diffusion (QVD), large-
scale condensation (QLC), and 
deep (QDC) and shallow (QSC) 
convective heating. The linear 
trend in the hatched areas is sig-
nificant at the 95% confidence 
level based on a two-tailed 
Student’s t-test
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heating of the atmosphere to the circulation and tempera-
ture of the atmosphere is needed. As addressed in Sect. 3, 
an anticyclonic circulation changes at the near-surface and 
dipole circulation changes aloft (anticyclones in the Arctic 
and cyclones in Eurasia) are crucial in linking wintertime 
Arctic warming and Eurasian cooling (Fig. 2a, c). To verify 
this, further investigations on the seasonality of the changes 
in the circulation, temperature, and diabatic heating of the 
atmosphere are performed.

Figure 10 presents the changes in the atmospheric tem-
perature and circulation near the Earth’s surface and at 
500 hPa in each month. Throughout the year, cooling in the 
large areas of the Eurasian continent near the Earth’s surface 
only occurs in winter (DJF). In contrast, except for summer 
(JJA), warming in the Arctic occurs most of the months. 
Therefore, the Arctic warming and Eurasian cooling cor-
respondence exists only during the winter. In the months 
without correspondence (MAMSON), the strongest Arctic 
warming is generally located more east than that in winter. 

Correspondingly, in March, May, and November, there is 
also cooling in large areas of the mid-latitudes in the Pacific 
sector (i.e., east of the Eurasian continent). Similar to the 
Eurasian cooling situation, there are also anticyclonic cir-
culation changes that correspond to mid-latitude cooling in 
the Pacific. Taken together, the mid-latitude cooling gener-
ally occurs in the region downstream (east) of the strongest 
Arctic warming; for example, Eurasian cooling occurs when 
the strongest Arctic warming is located farther west, as indi-
cated in Fig. 2a.

As demonstrated in Sect. 5, the positive diabatic heat-
ing change in the Arctic sector is crucial in the Arctic 
and Eurasian connections. Hence, the seasonality in the 
regional averaged diabatic heating in the Arctic sector is 
further examined. As shown in Fig. 11, the positive diaba-
tic heating (indicated by both �̇� and Q) change in winter is 
much stronger than that in other seasons. The wintertime 
positive diabatic heating change generally decreases with 
height except for a turning in �̇� roughly within the bound-
ary layer (Fig. 11d, h). As a result, this vertical structure 
of diabatic heating generates negative potential vorticity 
according to potential vorticity dynamics (Hoskins et al. 
1985). The negative potential vorticity further generates an 

Fig. 8  Linear trend in monthly mean net energy ( E↓

net
 , a), net short-

wave radiation ( R↓

SW
− R

↑

SW
 , b), outgoing sensible heat ( H↑

S
 , c), and 

net longwave radiation ( R↓

LW
− R

↑

LW
 , d) at the Earth’s surface aver-

aged over [70° N–80° N] from 1979 to 2017. The linear trend in the 
hatched areas is significant at the 95% confidence level based on a 
two-tailed Student’s t-test. The overlapping grey contours indicate the 
climatological values

Fig. 9  Linear trend in the net shortwave radiation ( R↓

SW
− R

↑

SW
 , a), 

incoming shortwave radiation ( R↓

SW
 , c), and outgoing shortwave radi-

ation ( R↑

SW
 , d) at the Earth’s surface from 1979 to 2017 during boreal 

summer. b Same as a but for the clear-sky result. The pink fill in the 
attached piece indicates the regions with a negative linear trend in sea 
ice concentration larger than 5% per 39 years. The linear trend in the 
hatched areas is significant at the 95% confidence level based on a 
two-tailed Student’s t-test
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anticyclonic circulation and expands its influence to mid-
latitudes through potential vorticity advection, as addressed 
in Xie et al. (2020). In contrast, the weaker diabatic heat-
ing changes in other seasons and the corresponding verti-
cal structure generated different changes in the atmospheric 
circulation and temperature (Figs. 10, 11).

As already addressed in Sect. 3 (Fig. 2), Arctic warm-
ing and Eurasian cooling show baroclinic structures. From 
the view of potential vorticity dynamics, the importance of 
the baroclinicity lies in the potential vorticity gradients and 
corresponding potential vorticity advection in the mid-high 
latitudes (Luo et al. 2018; Xie et al. 2020). From a classic 
dynamic meteorology view, the baroclinicity is related to 
the horizontal temperature (or pressure and geopotential) 
gradients and corresponding temperature advection, e.g., 
the baroclinic wave. Figure 12a shows the vertical struc-
ture of the changes in temperature and geopotential height 
across the section of the warming and anticyclone centres 
(marked in Fig. 2a, c). As shown in Fig. 12a, throughout 

the troposphere, the warming and anticyclone centres tilt 
westward with height, and the warming centre is located 
west of the anticyclone centre. Such a structure agrees well 
with the classic picture obtained from the two-layer model 
used to examine the baroclinic wave (e.g., addressed in 
Sect. 8.2 of Holton (2004)). The wind change at 500 hPa 
can be reproduced by integrating the thermal wind relation 
(e.g., Eq. (3.30) in Holton (2004)) from the near-surface to 
500 hPa. This result further confirms the key role of baro-
clinicity in the coupling of different vertical levels.

The baroclinic wave analogy indicates that the feedbacks 
among temperature advection and circulation are crucial in 
determining the temperature and circulation changes in the 
Arctic warming and Eurasian cooling sectors (Fig. 2a, c). 
Therefore, the simultaneous two-way interactions between 
the Arctic and mid-latitudes are crucial for wintertime circu-
lation development in response to the enhanced sensible heat 
originating from summer over the eastern Arctic sector. Only 
when two-way interactions exist could dipoles in sensible 

Fig. 10  The first and third rows show the linear trend in the monthly 
mean temperature (filled) at the near-surface and sea level pressure 
(black contour, same intervals as Fig.  2a) from 1979 to 2017. The 

second and fourth rows show the linear trends in the monthly mean 
temperature (filled) and geopotential height (black contour, same 
intervals as Fig. 2c) at 500 hPa from 1979 to 2017
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heat and diabatic heating, wide warming in the Arctic, and 
Eurasian cooling present. Namely, the strong intrinsic baro-
clinicity over the mid-high latitudes lays the background that 
local circulation change directly induced by the sensible heat 

change over the eastern Arctic sector can finally develop 
into a large-scale circulation anomaly and affect downstream 
Eurasia through the baroclinic wave or potential vorticity 
advection mechanisms.

Fig. 11  a Vertical profile of the regional mean linear trends of �̇� , �̇�
h
 , 

and �̇�
v
 from 1979 to 2017 during boreal spring averaged over [70° 

N–90° N, 50° E–90° E]. b–d Same as a but for the other three sea-
sons. (Bottom) Same as (top) but for Q (Eq. (4)) and its six compo-
nents from NCEP-2 data

Fig. 12  a Vertical-latitudinal 
cross-section of the linear trend 
in temperature (filled) and 
geopotential height (blue con-
tour) from 1979 to 2017 during 
boreal winter. The results are 
averaged over the region of [75° 
N–80° N] outlined by the green 
sector in Fig. 2a, c. b Linear 
trend in wind (blue vector) at 
500 hPa from 1979 to 2017 
during boreal winter. The red 
vector indicates the result by 
integrating the thermal wind 
relation from the surface to 
500 hPa
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Regarding the dipole in sensible heat (Fig. 3e), the insig-
nificant negative change in the western Arctic sector can be 
modulated by the eastern region through the development 
of baroclinic wave circulation. For example, the negative 
sensible heat change in the western sector corresponds to the 
reduced wind speed (figure not shown) and the anticyclonic 
circulation anomaly (Fig. 2a). Regarding the wide warming 
in the Arctic sector (Fig. 2a), the eastern sector is directly 
warmed by the vertical diffusion of enhanced sensible heat, 
while the western sector is warmed by horizontal advection 
so that the near-surface air temperature (Fig. 1a) warmed 
more than the surface skin temperature (Fig. 1b). This is 
clearly indicated by the decrease in the temperature differ-
ence between the surface skin and near-surface air over the 
western Arctic region (figure not shown). In addition, as 
discussed in Sect. 4, longwave radiation feedback is indis-
pensable for the final wide warming. Eurasian cooling in 
winter is just a downstream development of the baroclinic 
wave circulation due to two-way interactions. Recent studies 
also suggest that the development of atmospheric circulation 
in winter is vital for Eurasian and Arctic connections in win-
ter (e.g., Blackport et al. 2019; Blackport and Screen 2021; 
Zappa et al. 2021). Nonetheless, the summertime origin of 
the sensible heat change in winter suggests a driving role 
of the Arctic.

7  The role of ocean heat transport 
and the complexity of interannual 
and decadal variability

In the former sections, the situations concerning both the 
interior atmosphere and the Earth’s surface have been exam-
ined. However, the situations beneath the Earth’s surface 
have not yet been examined. In particular, the horizontal heat 
transport and local energy uptake by the subsurface ocean 
should be investigated further.

Figure 13 shows the change in the subsurface ocean 
potential temperature in the Arctic. The upper-level (0–20 m) 
ocean generally shows a warming trend; specifically, almost 
all the statistically significant changes are positive. Note that 
the depth of the mixed layer of the Arctic Ocean ranges from 
approximately 5 m to more than 100 m in varied seasons and 
locations (Peralta-Ferriz and Woodgate 2015). The overall 
magnitudes of the upper-level ocean warming in the Arctic 
Ocean (specifically, the Nordic seas) vary slightly in differ-
ent seasons; specifically, they are slightly stronger in sum-
mer and autumn than in spring and winter (Fig. 13a–d). The 
seasonality in the subsurface ocean warming is very different 
from the warming in the atmosphere aloft (Figs. 10, 13). 
The most remarkable difference is the weakest warming in 
the atmosphere but the strongest warming in the subsurface 
ocean in summer relative to other seasons.

The warming in the deeper-level is generally identical 
to that in the upper-level (Fig. 13e–h). The warming in the 
Nordic seas (approximately 20° W–100° E) is statistically 
significant (Fig. 13f) across all depths in summer when 
the strong energy uptake indicated by the energy budget at 
the Earth’s surface occurs (Fig. 8). The warming in other 
seasons is less significant than that in summer. In winter, 
the most significant upper-level subsurface ocean warming 
occurs around the Barents-Kara seas (approximately 60° E), 
which agrees with the warming in the atmosphere (Fig. 2a). 
The seasonality of warming in both the subsurface ocean 
and atmosphere (Figs. 10, 13) further suggests that the ocean 
uptakes more energy in the summer (Figs. 8, 13) and then 
releases energy to the atmosphere through sensible heat in 
winter (Fig. 8) to favour the strongest atmospheric warming 
around the Barents-Kara seas (Fig. 2a).

Despite the trend, the aforementioned conclusions are 
further verified by examining the interannual and decadal 
variability. Figure 14 shows the time series of several impor-
tant variables averaged over the regions (70° N–90° N, 50° 
E–90° E) with positive sensible heat and diabatic heating 
changes in winter (Figs. 3e, 6a, b). The correlation among 
the original time series of the variables (the upper numbers 
in Fig. 14c) suggests that the storylines from the summer-
time sea ice to wintertime sensible heat, diabatic heating and 
temperature of the atmosphere, and sea ice still hold when 
the trend is not removed. The correlations among variables 
generally decreased after linear detrending (Fig. 14c). The 
correlations of the interannual variability are significant 
among the wintertime sensible heat, sea ice, and diabatic 
heating (Figs. 14, 15 bottom). The interannual variability 
in sea ice is also significantly correlated across seasons 
(between summer and winter). However, the persistent influ-
ence of summertime sea ice on the wintertime temperature 
and sensible heat is insignificant (Figs. 14c, 15h). Interest-
ingly, relative to summertime sea ice, the summertime sub-
surface ocean heat anomaly is much better correlated with 
wintertime sensible heat (Fig. 15f, h). This indicates that the 
other factors despite sea ice have crucial impacts on sub-
surface ocean heat in summer on an interannual timescale. 
Therefore, the situation in interannual variability is more 
complex than the overall trend. The complexity mainly lies 
in the persistence of the influence of the summertime sea ice 
anomaly on winter (Fig. 17).

Regarding decadal variability, the whole period from 
1979 to 2017 is separated by 1998 according to the different 
trends in temperature and sea ice (both summer and winter) 
during two periods (Fig. 14a). From 1979 to 1998, there 
was a slight cooling trend in the Arctic in winter and cor-
responded with the warming in east Eurasia (Fig. 15a). In 
contrast, the temperature change after 1998 is opposite to 
that before 1998 (Fig. 15a, b). The change during the whole 
period from 1979 to 2017 is dominated by the strong trend 
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after 1998. The opposite changes before and after 1998 fur-
ther confirm the wintertime Arctic and Eurasian dipole pat-
tern revealed by the overall trend. Nonetheless, the sensible 
heat changes in the Arctic in winter before and after 1998 are 
not exactly opposite (Fig. 15c, d); namely, only the positive 
sensible heat change before 1998 in the western Arctic sector 
is opposite to the dipole sensible heat changes after 1998. 
On the one hand, this is probably because the magnitude 
of the sea ice change in summer before 1998 is not strong 
enough to induce persistent changes in energy processes 
from summer to winter. On the other hand, the importance 
of the two-way interactions (Sect. 6) in winter implies that 
the difference in the background (climatology) general cir-
culation between the two periods could be another reason. 
Taken together, these investigations on decadal variability 
suggest that the magnitude of summertime sea ice change 
is crucial for a robust storyline from summertime sea ice to 
wintertime Eurasian cooling revealed by the results accord-
ing to the overall trend (Fig. 17).

The role of horizontal subsurface ocean heat transport is 
also explored according to interannual variability. During 
the period with available horizontal subsurface ocean heat 
transport data (2004–2010, Sect. 2.4), 2005 and 2006 were 
chosen as anomalously warm (high in temperature, sensible 

heat, and diabatic heating) and cold years in the Arctic in 
winter (Fig. 14b), respectively. As shown in Fig. S1, the 
interannual differences between the warm and cold years 
resemble the trend of several decades (Fig. 2a, c). Hence, the 
dynamic mechanism of the interior atmosphere is universal 
in terms of both the trend and interannual variability. How-
ever, the correspondence between the sea ice differences and 
other variables (Figs. 14b, 15h, S1) is much poorer than that 
of the trend (Figs. 3, 4, 5, 6, 7, 8, 9). Similar to the detrended 
correlation, the influence of sea ice is disturbed by other fac-
tors on the interannual timescale.

Regarding the horizontal subsurface ocean heat transport, 
the heat transport (entering the Arctic) across the Barents 
Sea opening (BSO) gateway in winter does not agree well 
with the temperature, sensible heat, and diabatic heating 
around the Barents-Kara seas (Figs. 14b, 16a). Neverthe-
less, the BSO heat transport is indeed larger in our cho-
sen warm year (2005) than in the cold year (2006). For the 
interannual variability, the stronger horizontal oceanic heat 
transport across the BSO gateway favours a warmer southern 
Barents Sea from autumn to winter but not the whole Bar-
ents-Kara seas (Fig. 16c, d). Regarding the climatology, the 
horizontal oceanic heat transport across the BSO gateway 
seems to favour strong wintertime sensible heat and diabatic 

Fig. 13  Linear trend in upper-level (averaged across approximately 
0–20 m) subsurface ocean potential temperature from 1979 to 2017 
during boreal spring (a), summer (b), autumn (c), and winter (d). 
(Bottom) The vertical-latitudinal cross-section corresponding to the 

top panel averaged over [75° N–80° N] (marked by the green ring in 
a). The linear trend in the hatched areas is significant at the 95% con-
fidence level based on a two-tailed Student’s t-test
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heating around the Barents-Kara seas (Fig. 16b). Regarding 
the overall trend, previous studies have suggested an increase 
in poleward BSO heat transport during the past several dec-
ades and the crucial contribution of BSO heat transport to 
sea ice decline in both the past and future (e.g., Årthun et al. 
2012, 2019; Delworth et al. 2016; Tsubouchi et al. 2021). 
Therefore, the indirect effect of horizontal subsurface ocean 
heat transport on wintertime Eurasian cooling through its 
influence on sea ice needs to be further investigated.

8  Concluding remarks

From a general dynamic and thermodynamic coupling view, 
this paper investigated the linkages between Arctic warm-
ing and Eurasian cooling in winter since 1979. This study 
intends to build a comprehensive picture of the mechanisms 
concerning the key processes, including the featured win-
tertime atmospheric circulation patterns, wintertime energy 
budget at the Earth’s surface and its summertime origins 
associated with the sea ice, the coupling between the energy 
budget at the Earth’s surface and the diabatic heating of the 
atmosphere aloft in winter, the detailed seasonality in the 
circulation patterns and diabatic heating of the atmosphere, 
the crucial role of the baroclinicity, the situation concerning 

the interannual and decadal variability, and the effect of the 
subsurface ocean heat transports. As summarized in Fig. 17, 
the storylines from summer to winter suggest a driving role 
of the Arctic in the wintertime Eurasian cooling. The major 
results and key points are summarized as follows:

1. The summertime origin of the positive sensible heat 
change in winter suggests a driving role of the Arctic. 
Although wintertime Eurasian cooling and Arctic warm-
ing are linked by a simultaneous prominent anticyclonic 
circulation change, this circulation change can be trig-
gered by the enhanced sensible heat in the eastern Arctic 
sector, which originates from the summertime enhanced 
subsurface ocean heat uptake. Specifically, the changes 
in wintertime sensible heat and diabatic heating show 
a dipole pattern in the Arctic sector with negative and 
positive signs in the west and east, respectively, but 
the negative change is insignificant. Furthermore, the 
insignificant negative change in the western Arctic sec-
tor and the wide Arctic warming can be explained by 
the development of circulation triggered by the posi-
tive sensible heat in the east. The two-way interaction 
between the Arctic and mid-latitudes is crucial in cir-
culation development in winter and is indispensable 
because the climatological background baroclinicity in 

Fig. 14  a Time series of the regional mean (averaged over [70° 
N–90° N, 50° E–90° E]) H↑

S
 (orange,  Wm−2), near-surface air tem-

perature (black, K), sea ice concentration (SIC, blue, %), and Q (red, 
 10–6  Ks−1) in boreal winter and SIC in boreal summer (cyan, %) 
from 1979 to 2017. For better illustration, some curves are vertically 
shifted by the magnitude marked by the number in the bracket. b Part 

of a that truncated from 2004 to 2009. c The correlation coefficients 
among the variables shown in a. The upper numbers indicate the cor-
relation coefficients of the original time series, while the bottom num-
bers in the bracket indicate the correlation coefficients after linear 
detrending. The correlation coefficient in blue is statistically signifi-
cant at the 95% confidence level based on a two-tailed Pearson’s r-test
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mid-high latitudes is strong. Consequently, the feedback 
between temperature advection and circulation develop-
ment resembling the baroclinic wave mechanism favours 
both Arctic warming and downstream Eurasian cool-
ing. The seasonality of the change demonstrates that 
the Arctic and mid-latitude connections resembling the 
wintertime situation can also occur in other months. 
Mid-latitude cooling generally occurs in the downstream 
region of the strongest Arctic warming. Hence, Eurasian 
cooling occurs when the strongest Arctic warming is 
located over the western or middle flank to the north of 
the Eurasian continent. Since the diabatic heating around 

the Barents-Kara seas is strongest in winter, Eurasian 
cooling only occurs in winter.

2. Summertime enhanced oceanic heat uptake in the 
eastern Arctic sector is regulated by the strong sea ice 
decline and corresponding sea ice-albedo feedback. Sea 
ice is crucial in the energy cycle across seasons although 
longwave radiation feedback can amplify the magnitude 
of change and is indispensable in forming energy budget 
equilibrium (Dai et al. 2019). Summertime sea ice loss 
favours energy uptake, while wintertime sea ice loss 
favours energy release. Upper-level subsurface ocean 
warming is also enhanced around the Barents-Kara seas. 

Fig. 15  a Linear trend in temperature (filled) at the near-surface and 
sea level pressure (black contour) from 1979 to 1998 during boreal 
winter. The dashed and solid black lines represent negative and pos-
itive values, respectively; the interval is 1  hPa and the thick line is 
zero. b Same as a but for trend from 1998 to 2017. c, d Same as a, 
b but for sensible heat H↑

S
 . e The detrended correlation coefficient 

between near-surface air temperature and sensible heating in win-

ter. f–h Same as a but for correlation of JJA mean subsurface ocean 
temperature (f), sea ice concentration in DJF (g) and JJA (h) with 
sensible heating in winter. The hatched areas indicate that the linear 
trend and correlation coefficient are statistically significant at the 95% 
confidence level based on the two-tailed Student’s t-test and Pearson’s 
r-test, respectively
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The seasonality of subsurface ocean warming further 
suggests that the subsurface ocean uptakes more energy 
in summer and then releases energy to the atmosphere 
in winter to favour the strongest atmospheric warming 
around the Barents-Kara seas in observations. Model 
simulations by Laîné et al. (2016) and Yoshimori et al. 
(2017) also support this conclusion. Additionally, the 
analysis of the interannual variability suggests that hor-
izontal subsurface ocean heat transport can warm the 
southern Barents-Kara seas. Regarding the overall trend, 
previous studies have suggested an increase in poleward 
heat transport during the past several decades and argued 
for its crucial contribution to Arctic sea ice loss and 
warming (e.g., Årthun et al. 2012, 2019; Delworth et al. 
2016; Tsubouchi et al. 2021).

Some discussions are addressed here. First, regarding 
Arctic warming, this study examines the enhanced warming 
around the Barents-Kara seas rather than the overall Arctic 
warming (Fig. 17). Therefore, the insignificant influences 
of overall Arctic warming on the mid-latitude climate, such 
as those suggested in Dai and Song (2020) and Blackport 
and Screen (2020a), do not contradict our findings. Addi-
tionally, the proposed causes of the overall Arctic warming, 
such as the effect of the moist processes addressed in Lu 
and Cai (2009) and Graversena and Burtu (2016), cannot 
be imposed on the regional enhanced warming around the 
Barents-Kara seas.

Second, it must be noted that the variability or changes 
in sea ice and temperature in the Arctic are not necessarily 
synced. One reason is that sea ice is directly linked to the 
energy budget at the Earth’s surface and diabatic heating 
of the atmosphere (as addressed in Sects. 4 and 5) rather 
than temperature. The diabatic heating of the atmosphere 
is determined by dynamic (e.g., circulation) and thermody-
namic (e.g., temperature) coupling. Hence, the effect of sea 
ice cannot be solely evaluated by its relation with tempera-
ture. Additionally, this study suggests that diabatic heating 
of the atmosphere should be emphasized when evaluating 
the dynamic connections between the Arctic and the mid-
latitudes. Previous studies further propose that the vertical 
structure of warming and diabatic heating in the Arctic is 
important. For example, model simulations suggest that dia-
batic heating further from the surface and corresponding 
deep warming in the Arctic are more effective at perturbing 
the mid-latitude climate (He et al. 2020; Kim et al. 2021). 
Ultimately, the robustness of the remote influence of Arc-
tic warming is determined by whether diabatic heating can 
significantly provoke large-scale circulation anomalies (He 
et al. 2020; Labe et al. 2020; Xie et al. 2020; Kim et al. 
2021). Especially in a much warmer and moister future cli-
mate, the latent heat of condensation may increase due to 
higher environmental moisture. The vertical structure of 
diabatic heating change in the Arctic could also be different 
from that during the past decades (e.g., Kim et al. 2021). 
Hence, the effect of total turbulent heat flux (i.e., sensible 
and latent heat flux) should be considered rather than only 
sensible heat in this study.

Third, the situation in the interannual variability is more 
complex than the overall trend (Fig. 17). Since the Arctic 
is characterized by the trend, the trend and its influence are 
the major concerns. The multilink mechanisms suggested 
by the analysis of the trend are only partly confirmed by 
the analysis of the interannual variability. In particular, the 
persistence of the influence of summertime sea ice is not 
significantly established in terms of interannual variability. 
A key reason for the complexity in interannual variability 
may lie in the influences of internal chaotic atmospheric 
variability and internal climate variability on the Arctic. 

Fig. 16  a Time series of freshwater (blue, mSv =  103  m3s−1) and heat 
(brown, TW =  1012  W) transports through the Arctic gateways from 
2004 to 2009. The data are introduced in Sect.  2.4. The asterisk-
marked curves indicate the total transport through all the Arctic gate-
ways (marked by the thick blue and red lines in the right attached fig-
ure). The triangle-marked curves indicate the transports through the 
Barents Sea opening (BSO) gateways. b Climatology (2004–2009) 
of the monthly mean freshwater (blue) and heat (brown) transport 
through the BSO gateway, and regional mean (averaged over [70° 
N–90° N, 50° E–90° E]) H↑

S
 (orange,  Wm−2) and Q (red,  10−6Ks−1). 

For better illustration, some curves are vertically shifted by the mag-
nitude marked by the number in the bracket. c, d Same as Fig. 13c, d 
but for the differences (2005 minus 2006)
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For example, Sorokina et al. (2016) and Blackport and 
Screen (2021) suggest that atmospheric variability is cru-
cial in determining the observed variability in wintertime 
sea ice, corresponding turbulent heat flux, and Eurasian 
temperature. As addressed in Sect. 6, their results are 
reasonable because the importance of background baro-
clinicity indicates the importance of atmospheric variabil-
ity and the two-way interactions between the Arctic and 
the mid-latitudes. The small influence of wintertime sea 
ice loss on Eurasian cooling suggested by model simula-
tions, such as Blackport et al. (2019), may also be because 
the sea ice change in the model cannot well reproduce 
the observed atmospheric variability, the two-way inter-
actions, the corresponding energy budget at the Earth’s 
surface and the diabatic heating of the atmosphere. The 
influence of internal climate variability (e.g., El Niño) 
on the Arctic and Eurasia also complicates the issue of 
interannual or decadal variability (e.g., Guan et al. 2015; 
Ding et al. 2018; Matsumura and Kosaka 2019; Mori et al. 
2019). Nonetheless, the driving role of the Arctic is sug-
gested because the summertime origin of the wintertime 
changes in multiple variables in the eastern Arctic sector 
and the wintertime changes (negative sensible heat and 

wide warming in the Arctic) in the western Arctic sector 
can be explained by the circulation development triggered 
by the eastern Arctic.

The final remarks are about the role of horizontal sub-
surface ocean heat transport and the model divergence. 
Section 7 partly shows the role of horizontal oceanic heat 
transport according to the results in interannual variabil-
ity. Other aspects, such as the indirect effect of horizontal 
subsurface ocean heat transport on wintertime Eurasian 
cooling through its influence on sea ice, need to be further 
investigated. Future expected studies should combine mul-
tisource observations with model simulations, such as a 
combination of Laîné et al. (2016) and Barton (2019). Our 
findings are helpful in understanding the divergent inter-
pretations of the observed or simulated results (e.g., Smith 
et al. 2019; Cohen et al. 2020). Specifically, the differences 
in all the processes proposed in this study among different 
models should be investigated. The key factors include the 
energy budget at the Earth’s surface, diabatic heating and 
baroclinicity of the atmosphere, and the subsurface ocean 
heat states. In short, the dynamics revealed in this study 
help to interpret and evaluate the model simulations in 
further research.

Fig. 17  A schematic view of 
the scope and key points of this 
study. The scope of this paper 
is, (1) the regional enhanced 
warming in Barents-Kara 
seas rather than warming in 
the whole Arctic (top); (2) 
storylines from summer to 
winter (gradient colored arrow 
on left); (3) focus on the overall 
trend and with comparisons 
to decadal and interannual 
variability (the right part). The 
key processes concerning the 
mechanisms are listed on the 
left part
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